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Introduction Python code optiSlang DoE in Excel

Ao # Sensitivit » . a a .
General Approach TR e
| —_— > et
= As simulation model an ASCMO (ETAS) model is used in R et
order to be independent from optiSLang and Stochos I
machine learning models. ‘
= The data for ASCMO can be generated by a Python code / \ ETAS ASCMO ET
Version 5.2
plus a sensitivity study or a Design of Experiment in Excel ey

Execute o

format. A convertASCMOZOSL py Cr—
= The trained Gaussian Process models from ASCMO are 1Generate
exported as Python and Matlab code.

= MOPsolver.py

* The Python/Matlab code is modified and the simulation A f f
model “MOPsolver.py/.m” is created. Import Lg»:j reference.op
* The “MOPsolver.py/.m"” is used as solver for different *m e Eﬂj—~ "
algorithms in optimization.opf. The reference optimum is [ked — [

Oogd
found in reference.opf. S |,9 T
el . . . pe L %_ZI "l['.‘i‘;“ i
= A sensitivity study with slightly modified parameters of el ﬁ — =)

the algorithms is performed in order to get a statistical - Sl J — B
evalyation of the different algorithms.

modify OPT settings.py ~ suboptislang esvstatisties

optimization.opf
benchmark.opf BOSCH
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Selection of Optimization Algorithms
Algorithms inside optiSLang and from external sources

= Nature Inspired Optimization Algorithms = S|IGOPT (SIGOPT)
— Evolutionary Algorithm (EA) — Mixture from global and Bayesian optimization
— Particle Swarm Optimization Algorithms (PSO) from the company Intel
= Adaptive Optimization Algorithms = Black Box Optimization from Bosch (BCAI)
— Adaptive Single-Objective Optimization Algorithm (ASO) — Space Filling by Sobol-Sequences
— Adaptive Multi-Objective Optimization Algorithm (AMO) — MBORE: Multi-objective Bayesian

Optimization by Density-Ratio Estimation
— Adaptive Metamodel of Optimal Prognosis (AMOP)

— Bayesian Optimization (BO) = CR optimizer from Bosch (CROPT)
— NSGA Il algorithm

— Special features, not suitable for that
benchmark

= Hybrid Optimization Algorithms
— One Click Optimization Algorithm (OCO)

5 CR/AMES3 | 2023-06-22
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Selection of Optimization Algorithms
Nature Inspired Optimization Algorithms £

= The Evolutionary Algorithm is well

Evolutionary Algorithm Particle Swarm Optimization

known from the mode of operation

for many user. Startpopulaion ) l

» The EA was/is mostly used as default — +( Ranking'Sekecion®)
optimization algorithm at Bosch. The -
p . g ':- i o @ \T\';mc]nttw] position xF*!
global search is selected as default. _
I:- Mutation @] Loeal hest PF

= The Particle Swarm Optimization is W)

more difficult to understand like the

G e mian-++

| @ Clobal best Pf
. Update Archi ) -
“swarm behaviour”. ( =
= The other NIO algorithms like O
1 1 YES

Stochastic Design Improvement and i)+ o)

Covariance Matrix Adaption are not

used.
*) Dynardo/2023R1-Help/
optiSLang_methods.pdf
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Selection of Optimization Algorithms v Y

Adaptive Optimization Methods (direct solver calls) ASO AMO

= The Adaptive Single-Objective Method is a = The Adaptive Multiple-Objective Method
gradient-based method that employs advanced method is an iterative algorithm that allows you
refinement methods to provide the global optima. to either generate a new sample set or use an
It requires a minimum number of design points to existing set, providing a more refined approach
build the Kriging metamodel. Failed design points than the Screening method. It uses the same
are treated as inequality constraints. The Adaptive general approach as MOGA, but applies the
Single-Objective method is available for input Kriging error predictor to reduce the number of
parameters that are continuous. samples needed to find the global optimum.

» Procedure The Adaptive Multiple-Objective method is

_ Create Kriging metamodel based on an optimal available only for continuous input parameters.

space filling Latin Hypercube sampling
— Apply MISQP on the metamodel

— Successive refinement steps of DoE+ Kriging, to

optimize again *) Dynardo/2023R1/
optiSLang_Users_Guide.pdf

CR/AMES3 | 2023-06-22
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Selection of Optimization Algorithms
Adaptive Optimization Methods

e
= The Adaptive Metamodel of Optimal Prognosis is an iterative meta-
modelling approach. The AMOP can also be used for optimi-zation, if
two settings are selected.
— Refinement Type=Local

— Importance of optimization criteria=100%

* The default settings for MOP were used for AMOP.

= The PI-BO is developed by the company Probaligence and is
integrated in optiSLang.

= PI-BO is based on the Bayesian optimization method and uses the
probabilistic properties of the DIM-GP metamodel to select new
designs based on the greatest potential for design improvements
while taking model uncertainty into account.

= PI-BO is especially suitable for engineering problems where the
evaluation of the designs goes along with high computational costs.

CR/AMES3 | 2023-06-22

Adaptive Metamodel of Optimal Prognosis

AMOP

Probabilistic Inference for

bd

Bayesian Optimization (PI-BO)

PI-BO

[ Initial Sampling ]

\ 4

[ Performing

machine learning |

N

\ 4

Defining new

N

J

L designs
!

( . . . )
Running simu-lation
L workflow )
Checking
Convergence

}

*) Dynardo/2023R1/
optiSLang_Users_Guide.pdf
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Selection of Optimization Algorithms
Hybrid Optimization Methods

= The One Click Optimizer (OCO) provides an efficient hybrid optimization strategy that comes with only one
major setting to be tuned, the maximum number of design evaluations. Depending on the type and number of
input parameters and the defined optimization criteria, the optimizer automatically selects the most suitable
optimization algorithms with their most appropriate settings to solve the optimization problem. The ability to
dynamically switch between optimization algorithms and to run multiple algorithms simultaneously makes
OCO one of the most reliable and efficient optimization strategies. OCO is a surrogate assisted optimization
strategy, using capabilities of the Metamodel of Optimal Prognosis (MOP) for function approximation to
significantly speed up the optimization process.

= The default settings for MOP were used for OCO.

*) Dynardo/2023R1/
s | 20230622 optiSLang_Users_Guide.pdf BOSCH



Selection of Optimization Algorithms
Definition of maximum number of designs

* The four main parameters of the optimization algorithms are
— A: Maximum number of designs for EA, PSO, ASO, AMO

Maximum number of designs for BO

@

0

Maximum number of designs for AMOP

=

Maximum number of designs for OCO

= The naming of the header lines of the subsequent slides of the examples is
— setting AB CD

CR/AME3 | 2023-06-22
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Workflow for Single-Objective-Optimization
optiSLang project: optimization.opf

= The Path node contains the path to the file
“MOPsolver.py” which represents the simulation. i 15

= The following algorithms are used for a fixed number of

designs.

EA

PSO
ASO
AMOP
PI-BO
OCO
SIGOPT
BCAI

SIGOPT )y
.
> i —o> . X

SaoptOT Ty run sigop

3

-

Evolutionary Algorithm <) L l T

Particle Swarm Optimizer

@T»

»s B&al )

namrﬂrmce py

£33
>
¥
MOPsolverNEOrun.py
_J

—_—

-
by £

getBestDpsignsForAllOptimizer.py

Adaptive Single-objective Optimizer
Adaptive Metamodel of Optimal Prognosis
Bayesian Optimizer

One Click Optimizer

Optimizer from Intel

Optimizer from former BCAI (Bosch)

= The Python code getBestDesignsForAllOptimizer.py
extracts important results for the comparison.

CR/AMES3 | 2023-06-22

getBestDesignsForAllOptimizer.py

|==| getBest Designs ForAllOptimizer.erg E3 |

m LS B NI B S S T - I S

EAR OptimumValue
ER_OptimumDiff
EA MaxCstValue
ER DesignDiff
EA NumDesigns
EAR CompTime

PS0_OptimumValue
PSC_ OptimumDiff
PSO MaxCstValue

.37257318e+02
.68965271e-02
.11410673e+01
.23862266e-01
.00000000e+02
.26750112e+00

[T 0% TN B o B P i o

-5.34281534e+02
3.01228277e+00
2.11588703e+01
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Workflow for Single-Objective-Optimization
optiSLang project: benchmark.opf

= Sensitivity

* The Python code in _modify_OPT_settings.py changes the 371 Bl @ I [ ,_L" @

Settings Of Some algo rithms- madlfy OPT se:'rl'mgsm.r suboptls]ang 0mdb2csv CS\.Zstallsncs
= When starting the optislang.opf by suboptislang, this l ;—I
Python code modifies the settings of the optimizer. ¢ clobae parametes Nt e
) . . iaxNij;DZEjgn‘: = 200 Nu.mDes%gns:OCB_mean = 1.12000000E+02
= After having run up to 100 different optislang.opf Nambesigns RSO mean = 1.73240000E+02

. . . . EA_search = 4
projects, a statistics about mean, dev, min and max B fitness = CompTine_EA_mean - 3.252882508400
. . EA_;itaiIilon;;ge 0o - CompTime PSO mean = 2.35205256E+00
values is exported as well as a ranking. £ CompTime BMOP mean = 4.62021411E+01
# NIO-PS0 CompTime BC mean = 2.99895847E+03
. . PSO_search = 'BALANCED' CompTime OCO mean = 1.41020167E+01
= The ranking evaluates only the difference to the e oy CompTime ASO mean = 1.12578569E+01
. . . PSO weight begin =
optimum value. The mean value, the minimum and the S0 weighe end = *
. . . PSO_person_end = OptimumvValue EA dev = ©5.10231349E+01
maximum value of all runs are taken as criteria. The Peo global begin = 0. optimumvalue PO dev - 8.152624908+01
. . P ) Opt%mu.rn\?alue BMOP dev = 3.38435762E+01
lower the value of the ranking, the better is the b e i T
optimizer. N
; oo EL = 29
# RS0 PSC = 28
RSO num max_cycles = 0.0 EMOFP = 34
BSO num start ml = 0.0 BO = 49
LSO num max reduct = 0.0 [elale} = 33
Aso:retginea_domain = 0.0 LSO = 19
CR/AMES3 | 2023-06-22 ASO_domain_reduction = 0.0
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Example for Single-Objective-Optimization

RC18: Pressure Vessel Design

= The pressure vessel design is an official benchmark
example for real-world applications.

® The optimization is a mixed-integer problem with 4
design variables and 4 constraints.

" There is a mismatch in the optimum value. The

theoretical value should be 5885.3, but the best
value is

— f=6059.714
— x1=13,x2=7,x3=42.09844, x4 = 176.63659

True Global Optimality of the Pressure Vessel Design
Problem: A Benchmark for Bio-Inspired Optimisation
Algorithms
Xin-She Yang, Christian Huyck, Mehmet Karamanogli, Nawaz Khan

Sehool of Science and Technology, Middlesex University,
The Burroughs, London NW4 4BT, UK.

CR/AMES3 | 2023-06-22

https://www.sciencedirect.com/science/article/pii/S2210650219308946

Swarm and Evolutionary Computation 56 (2020) 100693

Contents lists available at ScienceDirect

Swarm and Evolutionary Computation

ELSEVIER journal homepage: www.elsevier.com/locate/swevo

A test-suite of non-convex constrained optimization problems from the m)
real-world and some baseline results oy

Abhishek Kumar?, Guohua Wu?, Mostafa Z. Ali ©, Rammohan Mallipeddi ¢,
Ponnuthurai Nagaratnam Suganthan ®*, Swagatam Das’

* Deparament of Electrical Engineering, Indian Institute of Tecknology (BHU), Varanasi, Varanas, 221005, India
® School of Traffic and Transportation Engineering, Central South University, Changsha, 410075, China

< schoal of Computer Information Systems, Jordan University of Science & Technology, 22110, Jordan

4 School of Hlectronics Engineering, Kyungpook National University, Daeg, 41566, Republic of Korea

© School of Electrical Electronic Engineering, Nanyang Technological University, Singapere, 639798

! Hectronics and Communication Sciences Unit, indian Statistical instinste, Kolkata, India

2.3.4. Pressure vessel design [43].

The main objective of this problem is to optimize the welding cost,
material, and forming of a vessel. This problem contains four con-
straints which are needed to be satisfied, and four variables are used
to calculate the objective function: shell thickness (z;), head thickness
(z,), inner radius (x), and length of the vessel without including the
head (x,). This problem can be stated as.

Minimize:

f(X) = 1.77812,x3 + 0.62242, XX, + 3.166127x, + 10.8427x5 (24)

subject 10: where:

2,(X) = 0.00954x; < z,, &y = 0.0625x,,

2(X) = 0.0193x; < ;. Z; = 0.0625x;.

with bounds:
23(x) = x4 < 240,

10 < Xgq.Xg = 200

- 4 3 . .
84(%) = —mX3xs — 3 X5 < —1296000. 1 < Xx5,%; <99 (integer variables).

BOSCH
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Example for Single-Objective-Optimization
RC18: Results — setting 200_60 200 200

L. . ) Result: OptimumDiff Result: NumDesigns
" The best optimizer is BO which 25000 —— 200 5  —
finds an optimum value which is 20000 il I
quite close to the best value. 150001 150 l
= The OCO has a fixed seed of the 10000
initial sampling, which leads to soo00 | T T 4 100
identical results. This bug will be ol I T 4L 1 L3 e vai] L
fixed in optiSLang 2023R2. AMOP ASO  BO EA  0CO PSO AMOP ASO  BO EA  0CO PSO
= EA and PSO have a wide range of Result: CompTime
optimal solutions Ranking 6000 I s
P ) Algorithm | 200/60/200/200 L 4
= The BO requires a long compu- BO 8 4000
tation time. ASO 12
AMOP 12
2000
0Co 13
EA 18 .
PSO 19 AMOP ASO  BO EA  0OCO PSO
CR/AME3 | 2023-06-22 BOSCH



Example for Single-Objective-Optimization
RC18: Results — setting 300 _90 300 400

.. . . Result: OptimumDiff Result: NumDesigns
u The beSt Optlmlzer IS agaln BO- 15000_ Reference value 300 Reference value S -
= The OCO performs much better 550 T l
with the double number of 10000 - i
designs (200 - 400). T
5000
. . 150 1
= All other algorithms do not find } T I i T
the optimum well. 0. I £ v ., = 100 ra
AMOP  ASO BO EA  0CO PSO AMOP  ASO BO EA 0CO  PSO
Result: CompTime
Ranking 12 500 Reference value
Algorithm | 300/90/300/400 10000 I
1
BO 9 7500
0CO 10
ASO 13 5000
EA 14 2500
AMOP 14 0
PSO 21 AMOP ASO  BO _ EA _ OCO _ PSO
CR/AME3 | 2023-06-22 BOSCH



Example for Single-Objective-Optimization
RC15: Speed reducer

* The speed reducer is an official benchmark example
for real-world applications.

= The optimization is a problem with 7 continuous
design variables and 11 constraints.

https://www.sciencedirect.com/science/article/pii/S2210650219308946

Swarm and Evolutionary Computation 56 (2020) 100693

Contents lists available at ScienceDirect

Swarm and Evolutionary Computation

ELSEVIER

journal www.elsevier. vo
A test-suite of non-convex constrained optimization problems from the )
real-world and some baseline results =

Abhishek Kumar?®, Guohua Wu ®, Mostafa Z. Ali©
Ponnuthurai Nagaratnam Suganthan

, Rammohan Mallipeddi ¢,
, Swagatam Das’

* Department of Flecirical Engineering, Indian Insticute of Technology (BHU), Varanasi, Varanasi, 221005 I dia

sparta
cion Systems, Jordan Universicy of Science & Technology, d
eaing, Kyngpook Nationdl Unbersis, Dasgu, 41566, Republic o Korea
ic Engincering, Nanyang Technological University, Singapare, 639798
 Hectronics and Communication Sciences Uni, Indian Statisted Instiaute, Kolkata, India

subject to: Minimize:
" The optimum is a@) = —xxzs +27 <0,
. f(X) = 0.7854x5x, (14.9334x; — 43.0034 + 3.3333x3)

2(%) = —x;x5x5 +397.5 < 0,

— £=2999.17063 ’ +0.7854(x5x5 + xx;) — 1.508x, (0G +x3) + 7.477(; +x7)
2;(x) = —x;x“x;x +1.93<0,

— x7=5.28636135 R
gi(x) = —x:x?x;x Y+1.93<0, .

— X6 =3.34996302 0.7 £x, <0.8,17 < x5 28,26 <x; < 3.6,
gs(x) = ]()x_‘\,"llb 91 x 10° + (745x.0x; 'x31)2 = 1100 < 0,

— X5 - 773038815 5<x7 £55,7.3 <x5,xy <8.3,2.9< x; <3.0.
8(X) = 10x;" v’l%’.—' 5x 10° + (745x, x‘lx_’}“ - 850 < 0,

x4 =7.30199647
x3 =17.0183333
x2 =0.700166667
x1=3.50246144

&7(X) = xox3
(X)) =

2(X) = x,x;! -

- 40 < 0,
—xix;‘ +5<0,

12<0,

g10(X) =1.5x5—x4 +1.9<0,

gn(X)=1Llx;—x; +1.9<0,

CR/AMES3 | 2023-06-22
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Example for Single-Objective-Optimization
RC15: Results — setting 400 _50 200 600

Result: OptimumDiff

= BO and OCO show the best results 3000 T T
followed by ASO and AMOP.
= PSO and EA often do not find a valid 2000
optimum design which partly leads to
very high violation of the constraints— 1000
especially for the EA. L - —[
= AMOP, ASO and OCO stopped be-fore o - = S —
, , AMOP ASO BO  EA  0OCO  PSO
reaching the maximum number of
designs.
Ranking
= BO requires a very high computation Algorithm | 400/50/200/600
time — about 3 hours compared to RO 6
several minutes of other algorithms. 0CO 7
ASO 8
AMOP 10
PSO 14
EA 18

CR/AMES3 | 2023-06-22

2.5

2.0

15

1.0

0.5

0.0

lell

Result: MaxCstValue

Reference value

AMOP  ASO BO EA 0CO  PSO

400

300

200

100

Result: NumDesigns

Reference value

g Y

0Co

BOSCH

AMOP  ASO BO EA PSO
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Workflow for Multi-Objective-Optimization
optiSLang project: optimization.opf

* The Path node contains the path to the file
“MOPsolver.py” which represents the simulation.

* The following algorithms are used sl B
— EA Evolutionary Algorithm
— PSO Particle Swarm Optimizer
— AMO Adaptive Multi—objective Optimizer getHyperVolumeForAllOptimizer.py
— AMOP Adaptive Metamodel of Optimal Prognosis ‘
— BO Bayesian Optimizer
— 0CO One Click Optimizer v
. . EL Hypervolume = 1.50165%085e+03
— SIGOPT Optimizer from Intel EA Difffiypervol = -1.78232155e+01
EA_Nu.th.esigns = 1.77000000e+02
— BCAI Optimizer from former BCAI (Bosch) i e
— CROPT NSGA-II-Optimizer from CR (Bosch) PSO_Hypervolume = 1.49880263e+03
PSO_Difny}EJervol = —-2.07114385e+01
= The Python code getHyperVolumeForAllOptimizer.py Po memiiaces 0 000000000s00

extracts important results for the comparison

CR/AMES3 | 2023-06-22
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Workflow for Multi-Objective-Optimization
optiSLang project: benchmark.opf . —

* The Python code in _modify_OPT_settings_MOO.py B v

_modify_ OPT setungs MOO.py suboptlslang ETK omdb2csu cs»251aL15ucs
changes settings of some algorithms.
= When starting the optislang.opf by suboptislang, this
Python code modifies the settings of the optimizer.  Clobate sermetes .
numMaxParallel = 1 CompTime EA ref = 2.51905820E+01
. . . maxNumDesigns = 400 CompTime PSO ref = 2.41305146E+01
= After having run up to 100 different optislang.opf : ’ CompTine AMOE_ref = 7313662868402
# NIO-ERA CompTime OCO_ref = 1.B80854240E+02
. . . . EL searc = CompTime BMO ref = 1.80854240E+02
projects, a statistics about mean, dev, min and max EAriiness o T
EA_CStHaI}dling - :I ervolume EA mean = . E+
values is exported as well as a ranking. BR mutationRace = Fypervolume ped moan = 1.497353608403
4 NIO-PSO Hypervolume LMOP mean = 1.51637025E+03
. . . PSO searc = Hypervolume OCC_mean = 1.51224463E+03
* The ranking includes only the difference to the P ficness - FUpSTVOlUme AMO mean = 1477477767103
: L a0 ueignt peoin = ' |
optimal hypervolume. The mean value, the minimum 5o ;:1§§z—§z§ln: Dol Ben Ll
and the maximum value of all runs are taken as PSO_person_end =

PSO_global begin
E‘SO ' global end

criteria. The lower the value of the ranking, the o Ranking
. .. # EA = 29
better is the optimizer. + 50 PSO = 28
¥ oco EMOP = 34
: BO = 45

# AMO NODE (Anhang wegen Doppeldeutig!
AMO max_pareto percentage = 0.0 CcCo
RMC conv stab percentage = 0.0

33

CR/AMES3 | 2023-06-22
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Examples for Multi-Objective-Optimization
Acoustic Properties in Gear Simulation

24

— 2 objective functions to minimize

— 4 constraints

The NVH behaviour of gear systems also depends on
the micro geometry.

16 design variables of the micro geometry were used
to calculate 32 response variables based on different
loading conditions.

The 32 response variables were used to define

CR/AMES3 | 2023-06-22

Hypervolume: v = 1134.6
Hypervolumereferenz:rf1l =3
rf2 = 8500
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Examples for Multi-Objective-Optimization
Gear Simulation: Results — setting 400 80 200 400

Best algorithm is AMOP and which
has a small difference to the
reference hypervolume and which
has a large number of Pareto designs.

BO and OCO are following in the
ranking.

AMO, EA and PSO do not show a
good solution. The variance of the
solution is quite high.

CR/AMES3 | 2023-06-22

800

600

400

200

Result: DiffHypervol

|

Reference value

T I !
4
\ 4
AMO BO EA 0CO  PSO
Ranking
Algorithm | 400/80/200/400

AMOP 6
BO 10
0Co 11
EA 15
PSO 19|
AMO 24

Result: NumBestDesigns

40|

30

201

10

—

p ¢

Reference value

i

Result: CompTime

AMO BO EA 0CO  PSO

30000

20000/

10000

|
1

Reference value

AMO BO EA oC

0 P_S';)
BOSCH




Examples for Multi-Objective-Optimization
Performance of an eMachine

The geometry of the eMachine has 27 parameters. Two parameters
have discrete values

Criteria

Name Type Expression Criterion Limit

- P number of pole pairs ! obj_mat_Cost Objective mat_Cost MIN 125.539

_ SIOtS er Ole er hase I obj_P_max Objective | 220-P_max MIM 95.6283

q p p p p ¢ constrM_omax Constraint M_max-200 2 0 140.508

= No geometry check was taken into account. 4 constr_I_AKS | Constraint 400-ILAKS |2 0 176.67
» The original optimization problem consists of two objective —

functions and 2 constraints.

Pareto front

= Because the calculation of the hypervolume does not allow ]
negative values for the objective function which comes from the
maximization of the maximum power, an offset of 220 was selected
and a minimization of the difference to 220.

= 30 optimization runs were performed.

Hypervolume: v = 12807.0
Hypervolumereferenz: mat_Cost = 120

P_max = 220
O sobrt e BOSCH



Examples for Multi-Objective-Optimization

eMachine: Results — setting 800 150 400 1000

= BO shows the best results,
followed by AMOP and OCO.

* The computing time for BO is
quite high.

* The nature inspired algorithms EA
shows better results than PSO.

= The number of best designs is
high for EA.

= The “Reference value” belongs to
a different setting !!!

CR/AMES3 | 2023-06-22

5000

4000

3000

2000

1000

Result: DiffHypervol

|

£ii

Reference value

|

|

AMOP BO EA 0Co
Ranking

Algorithm | 800/150/400/1000
BO
AMOP
0Cco
EA 11
PSO 18

PSO

Result: NumBestDesigns

70

60

50

40

30

Reference value

15000

10000

5000

AMOP BO EA 0CO PSO
Result: CompTime
} Reference value
==
AMOP BO EA 0CO PSO
BOSCH




Examples for Multi-Objective-Optimization
Performance for an eDrive

The geometry of the eDrive has 21 parameters. Four parameters have discrete
values

— Magnet_Material
— Wire_Selector_ X1
— Do_Skew

— Wire_Selector X2

The original optimization problem consists of 15 objective functions
and 11 constraints, which was modified to 2 objective functions and
17 constraints.

Because the calculation of the hypervolume does not allow negative
values for the objective function which comes from the maximization
of the torque (Trq_WP1), an offset of 7 was selected and a
minimization of the difference to 7.

40 optimization runs were performed.

CR/AMES3 | 2023-06-22

Hypervolume: v = 13.497
Hypervolumereferenz:

obj_cost indicator= 10
obj Trqg WP1=7 BOSCH



Examples for Multi-Objective-Optimization
eDrive: Results — setting 1200/150/900/1500

Result: DiffHypervolRel

= BO, OCO and AMOP have the same 100

best ranking, because each one is
the best in minimum value, mean
value or maximum value of the
difference to the hypervolume.

= The OCO has the highest number
of best designs, but in relation to
the maximum number of designs
the BO has the highest number of
best designs.

* The computation time of BO has
the highest value, but OCO has a
significant value.
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Examples for Multi-Objective-Optimization
eDrive: Results — variation of the number of designs

DiffHypervolRel
w B w ()] ~
o o o o o

N
o

There is no clear dependency
between the relative difference to
the reference Pareto Front and
the number of designs.

Sometimes a larger number of
designs does not automatically
lead to a better solution.
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Benchmark of One-Click-Optimizer
Agenda

Summary
Summary & Outlook
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Benchmark of One-Click-Optimizer
Summary

= An automatic workflow could be established to benchmark different optimization algorithms.

= The integration of optiSLang-external algorithms is quite difficult. Several interfaces in Python were necessary
to create the required files. Sometimes the OutputSlots like Ocriteria were used and sometimes the export of
parameters/criteria via .csv format. It could be clarified whether a custom integration is a better approach.

* The adaptive and hybrid optimization algorithms showed the best performance. Often, the PI-BO showed the
best results, but requires a long computation time. Perhaps the integration of PI-BO in optiSLang could be
improved e.g. parallel training of criteria.

" The nature inspired optimization algorithms EA & PSO showed similar results, but they need much more
designs for a good solution.

= The One Click Optimizer OCO does not show the best solution for all applications, but the OCO belongs to the
better optimization algorithms.

= There are ideas to couple several methods sequentially to get better optimization results.
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Benchmark of One-Click-Optimizer
Proposal for optimization process

N PI-BO < 100 Designs Check
Less parallel runs y

Simulation | Long comp. time

> 0OCO < 2000 Designs
<500 Designs Simulation e Eliee) GlzEEns
50 — 100 Designs
> AMOP
» DoE & MOP : :
: : Simulation >> 2000 Designs
Simulation Global refinement EA, PSO RS
GARS & DIMGP DIMGP - ' many failed designs
! Simulation | many violated designs
Check
Importance of DV
Range of DV -
Outlier detection EA, PSO 1 v~ Stop
Results extraction §$
MOP solver -
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